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Abstract—In this paper, implementation of discrete-time cha-
otic generators widely used in digital communications is studied
and evaluated. The study focuses on power consumption, resource
usage, and maximum execution frequency of implementations for
two common Field Programmable Gate Arrays (FPGAs). While
the Bernoulli map ranks first in all three aspects, results show
significant ranking differences among the other chaotic gener-
ators. Results were obtained by first implementing the chaotic
generators in a high level register to transistor level description
language and then using tools from FPGA manufacturers to
obtain the resource usage as well as estimate the other desired
characteristics.

I. INTRODUCTION

The chaotic synchronization demonstrated in [1] increases
the interest to implement chaotic signals in communication
systems. The aim of this interest returns mainly to the ad-
vantages provided by chaotic signals, such as robustness in
multipath environments and resistance to jamming [2]. In
addition, chaotic signals are non-periodic, broadband, and
difficult to predict and to reconstruct. These are properties
which coincide with the requirements for signals used in
communication systems, particularly in spread-spectrum and
secure communication applications [3], [4].

In the literature a large number of papers exists on chaotic
spreading sequences design [5], optimization [6] and modeling
[7], [8]. Another approach to select a good chaotic sequence
for spread spectrum based on the bit energy distribution is
studied in [9]. From these previous works, a first selection
of chaotic sequence generators based on the performance
properties can be done. However, to go further into the
design of a chaotic communication system, a chaotic generator
must be carefully chosen from that first selection to take
into account power consumption and simplicity of integration.
These criteria together with the performance properties must
not be neglected. This later problem is discussed in the paper
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in order to give a tool for engineers to select the optimal
chaotic generator based on design constraints.

Many papers study the design and implementation of
a chaotic generator on a Field Programmable Gate Array
(FPGA) [10]–[13]. To our best knowledge, there is no paper
which helps us select the optimal chaotic generator based on
engineering priorities for a given FPGA.

In this paper, we first give an overview of chaotic gen-
erators widely used in communication systems. We then
briefly present implementation details of the generators before
describing how we calculated resource usage and estimated
maximum execution speed as well as dynamic power con-
sumption. Obtained characteristics for various generators are
then compared on two common FPGAs. Tables summarizing
the results and comparing the properties of different generators
are offered to facilitate the choice of an adequate chaotic
generator based on engineering priorities. We terminate this
paper with some concluding remarks.

II. CHAOTIC GENERATORS

A. Overview

The choice of discrete-time chaotic generators returns to
their wide use in chaos-based communication systems [2]. The
chosen discrete-time chaotic generators are:

1) Bernoulli map (B):

x[n+1] =
{

Bx[n]−A if x[n]≥ 0
Bx[n]+A if x[n]< 0 (1)

where A and B are constants. In this paper A = 0.5 and
B = 1.75.

2) Chebychev map (Ch):

x[n+1] = 1−2x2[n] (2)

3) Tent map (T):

x[n+1] = A−B|x[n]| (3)

where A and B are constants and | · | is the absolute
value operator. A and B are chosen to be 0.5 and 1.99
respectively.



Fig. 1. Bernoulli map block diagram

4) Cubic map (Cu):

x[n+1] = 4x3[n]−3x[n] (4)

B. Implementation

Chaotic generators were implemented using a high level
register to transistor level description language: VHDL. Gen-
erators are synchronous, have an asynchronous reset and use
a fixed point number representation. Generators have been
implemented for three word lengths: 16, 24 and 32 bits. As a
reference point, a Gold number generator with a register size
R = 6 has also been implemented.

Gold number generators are a particular class of Pseudo
Noise (PN) generators widely used in spread-spectrum ap-
plications and communication systems in general. They are
typically implemented with Fibonacci linear feedback shift
registers, by modulo-2 addition of sequences of the same
maximal length, and thus have the property of being periodic
number generators. As chaos generators do not have that
property, they are expected to replace Gold number generators,
especially for secure communications.

Block diagrams of the discrete-time chaotic generators are
shown in Figures 1 to 4 where N is the word length and xN−1
is the most significant bit of the signed vector x. On these
figures, left arrows ”←” are binary left shift operators, and the
symbols ”

⊕
” and ”

⊗
” designate signed arithmetic additions

and multiplications respectively. Seeds were chosen in order
to obtain functions with a chaotic behavior. Functionality of
our implementations was verified against software reference
models written in C++.

Given that the FPGA circuit has a finite resolution, the
chaotic codes generated will eventually become periodic. As
a result, the period of the chaotic samples as well as their
variation depending on the initial conditions are of interest. A
periodicity test based on initial conditions was studied in [14]
where a set of initial conditions are chosen to give the longest
sequences. In our paper we do not study the periodicity of the
chaotic generators, only implementation aspects are studied
and analyzed.

Fig. 2. Chebychev map block diagram

Fig. 3. Tent map block diagram

C. Obtaining characteristics

Generators were implemented and evaluated for two com-
mon FPGAs using tools provided by the manufacturers as
shown in Table I. These tools include resource usage calcu-
lation in addition to maximum clock frequency and dynamic
power consumption estimation. Targeted FPGAs include the
Xilinx Virtex 6 (XC6VLX240T-3 FFG1156) and the Altera
Cyclone III (EP3C25F324C8). The former has been chosen
to represent high speed, high capacity FPGAs while the latter
priories low power at the cost of reduced maximum clock fre-
quency. The Xilinx synthesizer was set to optimize for power.

Fig. 4. Cubic map block diagram



TABLE I
TOOLS USED TO OBTAIN CHARACTERISTICS

Resources/Frequency Power Version
Xilinx PlanAhead XPower Analyzer 12.4
Altera Quartus II PowerPlay 10.1

TABLE II
ESTIMATED DYNAMIC POWER CONSUMPTION (MW) FOR CIRCUITS WITH

DIFFERENT WORD LENGTHS (BITS), USING DSP BLOCKS OR NOT

Xilinx Virtex 6 WL B Ch T Cu

DSP blocks
16 2.31 3.2 5.11 7.76
24 2.35 3.7 4.02 18.22
32 2.49 4.22 5.5 24.02

No DSP blocks
16 4.57 5.63 9.42 16.81
24 4.61 5.7 13.86 34.7
32 7.53 15.39 20.46 62.32

Altera Cyclone III WL B Ch T Cu

DSP blocks
16 0.12 0.38 0.28 0.84
24 0.16 0.89 0.74 2.04
32 0.2 1.4 1.12 5.65

No DSP blocks
16 0.12 0.5 0.28 1.25
24 0.16 1.05 1.12 3.1
32 0.2 1.79 2.06 5.65

The Altera synthesizer was set to use a balanced optimization
technique and to put extra effort on power optimization. All
characteristics were obtained from the implemented and routed
designs with and without the use of digital signal processing
(DSP) blocks. In the case of the Altera Cyclone III, DSP
blocks actually are embedded multiplier 9bit elements. From
the designs, only multipliers were offloaded to DSP blocks.
Furthermore, power estimation was obtained for the targeted
frequency of 100 MHz for the Xilinx FPGA and 48 MHz for
the Altera FPGA.

III. RESULTS AND DISCUSSION

a) Power consumption: Table II shows the dynamic
power consumption for the chaotic generators implemented
on both the Xilinx Virtex 6 and Altera Cyclone III FPGAs,
with and without the use of DSP blocks. As expected, on both
FPGAs, the dynamic power consumption is reduced when DSP
blocks are actually used.

Interestingly, in terms of dynamic power consumption, the
Chebychev and Tent chaotic generators do not always rank in
the same order on the Altera and Xilinx FPGAs. While on
Xilinx they always rank as second and third, on Altera they
mostly rank as third and second respectively.

b) Resource usage: In terms of FPGA resource usage,
the amount of resources required by the implemented genera-
tors show different ranking on both FPGAs for different word
lengths. Whether DSP blocks can be used or not also influ-
ences the ranking with the exception of the Cubic generator
that is always last. As shown in Table III, when DSP blocks
are allowed on the Xilinx FPGA, the Bernoulli and Chebychev
generators rank first by requiring the same resources at all
word lengths while Tent ranks third. However, when DSP
blocks are not used, the Bernoulli generator clearly requires
fewer resources followed by Chebychev and Tent (at a word

TABLE III
RESOURCE USAGE, AMOUNT OF LOOKUP TABLES (XILINX) OR LOGIC

ELEMENTS (ALTERA) AND DSP BLOCKS FOR CIRCUITS WITH DIFFERENT
WORD LENGTHS (BITS), USING DSP BLOCKS OR NOT (DSP BLOCKS ARE

SHOWN IN BRACKETS)

Xilinx Virtex 6 WL B Ch T Cu

DSP blocks
16 9 (1) 9 (1) 41 (1) 32 (3)
24 13 (2) 13 (2) 61 (2) 75 (8)
32 17 (4) 17 (4) 81 (4) 115 (10)

No DSP blocks
16 48 224 236 799
24 70 444 404 1710
32 92 730 823 2945

Altera Cyclone III WL B Ch T Cu

DSP blocks
16 37 (0) 17 (2) 177 (0) 69 (6)
24 54 (0) 57 (7) 144 (7) 257 (19)
32 69 (0) 89 (8) 186 (8) 387 (24)

No DSP blocks
16 37 341 177 1057
24 54 819 807 2477
32 69 1402 1403 4321

length of 24 bits, the Tent generator requires less resources
than Chebychev).

Also shown in Table III, on the Altera FPGA, the Bernoulli
generator still ranks first. Otherwise, results are similar to those
for the Xilinx FPGA with the exception of the Tent generator
using fewer resources than the Chebychev generator when
DSP blocks are disabled. Interestingly, the Altera Quartus II
synthesizer was able to infer a sum of shifted vectors from the
constant multiplication in the Bernoulli generator, eliminating
an expensive multiplier. It was also the case for the 16 bit Tent
generator.

c) Clock frequency: Finally, as shown in Table IV, for
the Altera Cyclone III, the Bernoulli generator is also the
fastest with a maximum clock frequency ranging from 8%
to 155% higher than its closest competitor, the Chebychev
generator. On the Xilinx Virtex 6, results are similar with
the Bernoulli map implementation having a higher maximum
clock frequency than the Chebychev generator ranging from
0% to 124%.

Notice that the Cubic chaotic generator design was not
always able to meet the minimum targeted clock frequency
of 100 MHz for the Virtex 6 and 48 MHz for the Cyclone
III. Although not shown here, the targeted frequency could be
met by modifying the design into a pipelined architecture with
an initial latency of 3 clock cycles at the expense of greater
resource usage.

All in all, on both FPGAs, the Bernoulli chaotic generator
is clearly the most energy efficient among the compared gen-
erators with its low resource usage, high maximum execution
frequency and low dynamic power consumption. However, by
visual inspection of equation (3), the generator based on the
Tent map was expected to come second on all aspects and it
is not the case.

d) Gold number generator: As a reference, on the Xilinx
Virtex 6, a Gold number generator with R = 6 requires 6
lookup tables, can be executed at the theoretical maximum
clock frequency of 800 MHz and consumes an estimated 2.22
mW of dynamic power. On the Altera Cyclone III, the same
Gold number generator occupies 12 logic elements, can be



TABLE IV
MAXIMUM EXECUTION FREQUENCY (MHZ) FOR CIRCUITS WITH
DIFFERENT WORD LENGTHS (BITS), USING DSP BLOCKS OR NOT

Xilinx Virtex 6 WL B Ch T Cu

DSP blocks
16 256.2 244.5 180.9 115.1
24 194.5 186.9 144.7 81.6
32 128.0 128.0 103.7 72.5

No DSP blocks
16 333.2 169.0 140.0 103.3
24 302.6 144.0 116.2 93.9
32 265.9 118.7 111.8 76.0

Altera Cyclone III WL B Ch T Cu

DSP blocks
16 185.9 171.5 92.5 65.0
24 179.5 94.6 65.8 41.6
32 154.3 85.6 59.2 38.0

No DSP blocks
16 185.9 96.1 92.5 41.5
24 179.5 70.3 57.1 31.2
32 154.3 64.1 50.9 28.9

executed with a maximal clock frequency of 621.5 MHz and
consumes an estimated 40µW.

IV. CONCLUSION

This paper first studies the implementation of four discrete-
time chaotic generators, widely used in digital communica-
tions, for two common FPGAs. Then the resource usage and
estimated maximum execution speed as well as dynamic power
consumption are evaluated and compared. Results show that
the Bernoulli map is estimated to be the most energy efficient
chaotic generator as it requires fewer resources, can be clocked
at higher frequencies and consumes less dynamic power than
the other chaotic generators. Depending on the priorities of
the designer, the order in which the other chaotic generators
rank varies.
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